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_Abstract—A practical way for maximizing the throughput of a  to exchange two packets between nodeand C. The relay
wireless network is to decompose the network into a superp@®n  node B can exploit the broadcast nature of its output links
of small two-hop networks such that network coding can be 4.4 yeduce the number of transmissions to three by XORing

performed inside these small networks to resolve bottlenés. the t ket h in the fiauvde call thi |
We call these networks2-hop relay networks. Therefore, studying € IWo packets, as shown in the igu call this exampie

the capacity of 2-hop relay networks is very important. Most the Alice and Bob example. Typically, the broadcast nature
practical network coding protocols that perform the superposi- of wireless networks is considered a disadvantage, due to
tion ignore the diversity among the links by turning off coding  the interference effect it creates. Network coding expltie
when the channels are lossy. Other protocols deal with the p&ets broadcast nature property by coding the packets whichteesul

separately — not as members of flows — which makes the network . duction in th b ft . In th |
coding problem with lossy links intractable. In this paper, we In a reduction in the number of transmissions. In the example

use a different approach by looking at flows or batches insteh N Fig. 1, coding the two packets together allows the relay
of individual packets. We characterize the capacity regionof node B to send one broadcast transmission instead of two.

the 2-hop relay network with packet erasure channels when ta The reason is that the coded packet can be utilized by both
coding operations are limited to XOR. We derive our results ly nodesA and C' to recover their own packets. With network

constructing an upper bound on the capacity region and then . . . .
providing a coding scheme that can achieve the upper bound. coding, the broadcast nature of wireless links turns into an

The capacity characterization is in terms of linear equatims. We ~advantage instead of being a disadvantage.
also extend our 2-hop relay networks results to multihop wieless In intersession network codindRNC), intermediate relay
networks by providing a linear program that can perform the  nodes code packets from different flows at intermediate siode
superposition optimally. We perform extensive simulatios for |RNC exploits the broadcast nature of wireless links and
both the 2-hop relay and large wireless networks and show the . .
superiority of our protocols over the network coding protocols reduces the n_umber of packets FO .be sent, as explained in the
that deal with the packets separately. example in Fig. 1. In general, it is hard to perform IRNC
because the problem is NP-hard [3], and linear coding is
not sufficient for the problem [4]. However, one can limit
coding opportunities to be in the local neighborhood. Empir
ical studies have shown substantial throughput improvémen
. INTRODUCTION in wireless networks when IRNC coding is limited to local
One of the fundamental challenges in wireless netwoOR opportunities, as in COPE [5]. The example in Fig. 1
research is characterizing the capacity of such networks. Trepresents COPE. The local neighborhood structure is terme
capacity refers to the set of all possible end-to-end rdtat tas a2-hop relay networkwe will discuss this later. Based on
can be achieved by the users simultaneously [2]. Charaetethe COPE approach, the problem of coding-aware routing and
ing the capacity for wireless networks is not a straightfmsv scheduling was studied in [6]. The formulation in [6] inves/
extension from wireline networks. This is due to the uniquénear programming that is computed centrally. The work
characteristics of wireless networks, such as the broadcas[7] studied the fundamental limit of how many sessions
nature, the interference among the links, the diversityl, e can be encoded simultaneously together when COPE is used.
lossy behavior of the wireless links. The fundamental limit depends on geometry; therefore, the
Traditionally, the broadcast nature of wireless links i®-co maximum number of sessions that can be coded together
sidered a challenge due to the interference effect it cseattder a typical setting is limited to five. The work in [8]
and the unnecessary multiple copies of the same packetdhsidered an algorithm with lower complexity than COPE
produces. If we allow intermediate nodes to code the packessd designed its optimal scheduler. Our previous work [9]
the broadcast nature becomes an opportunity that needs tadgsideregairwise IRNC that allows coding over multihops,
exploited. Take Fig. 1 as an example: if the broadcast naturebut limits coding to be among only two original packets.
wireless links is not exploited, and assuming that nadesyd We designed its corresponding optimal scheduler and rate
C are out of range of each other, we need four transmissiagentroller.
. . _ , As can be seen from the previous discussion, IRNC is well
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only XOR. The optimal solution was found to be #P-complete, (dy* (d)

C
and several approximation algorithms were obtained. Thé&wo Y- Yog, X Xnr,
in [11] considered energy efficiency in lossy wireless nekso
with XOR-based IRNC and provided a heuristic to solve t
IRNC problem.
The reason that the optimal solution for lossy 2-hop relay

netwoks is #P-complete is that the packets were considered For the multihop networks our scheme can enhance the
separately, not as members of flows. Several works have capacity by up to 5 times.

looked at the network coding problem with flows, but with The rest of the paper is orginized as follows. In Section I,
different settings than in this paper. In [12], [13], thefars  we describe the network settings and then present the charac
studied the capacity of two-way relay channel. The channgkization in Section Ill. We provide an achievable rateizag
model they adopt is the Gaussian channel model. As we Wiy a general multihop that uses the 2-hop relay networks
explain in this paper, the two-way relay channel is a speci@sults as building blocks in Section IV. We then present

case of the two-hop relay network, and the packet erasyfe simulation results in Section V and conclude the paper
channel we adopt here is different from the Gaussian chanfpgekection VI.

model and represents realistic scenarios as we will describ
in Section Il. In [14] a similar problem to ours is studied Il. THE SETTINGS

but for the Gaussian channel model. In [15], [16], the awthor The two-hop relay network consists of sessions, where
studied the reverse carpooling problem with network codinggch session is represented by the source nodg the
which is similar to the 2-way relay channel that is a speciglestination node,, and the rateR; that should be supported
case of our problem. In [17], the autha®idytwo-hop relay petweens; andd;. The destination nodé; can not overhear
networks, but for only two sessions and with a packet-byhe source node packets, but can overhear other sources’
packet feedback. As we will see in Section Il, we ConSid@'ackets_ Therefore, we use the re|ay nede code different
arbitrary number of sessions and one feedback message f&fsion packets and to send the coded packets through its
batch. The most related washo ours are [18], [19] as a 2- gutgoing broadcast link so that the overall capacity regiam
hop relay network is studied with packet erasure channele enhanced. Node receives a limited number of feedback
However, in these works coding is allowed over any finitthessages from;, Vi about the overheard packets to help in
field size while here coding is limited to XOR, as the nodegeciding the coded combination. Fig. 2 represents the 2-hop
in many wireless networks have limited computational poweslay network for two sessions, i.eN = 2. In the figure,
and cannot perform operations over large finite fields. PEC stands fopacket erasure channéfhe PEC is a broadcast
Our contributions in this paper are as follows: channel where every sent packet can be received by any subset
o We characterize the capacity region of 2-hop relay neatf the receivers. The reception at the receivers dependseon t
works with packets erasure channels using linear equaebability of reception between the source and any indiid
tions when only XOR operations are used. This makesr&ceiver. We use,, to denote the reception probability at
easy to use different objective functions. These objectivemde v of the packet sent by node. We assume that the
functions can represent the sum of the throughput, strieception processes across the individual links of the PeC a
fairness, or proportional fairnesghe reason we limit the independent.
operations to XOR is that XOR is a lightweight operation. For example, whenV = 2, each ofs;, s2, andr can use
Also, most kinds of wireless networks have limited comthe corresponding PE times, respectively. Soureg would

Fig. 1. An example of a network with two flows.

hl-elg. 2. A 2-hop relay network with two sessions.

putational power such that they cannot perform operatiohise to sendn x R, packetsXy,---, X, r, to destinationi,,
over large finite fields. ands, would like to sendh x R packetsyy, - -, Y, g, 10 ds.
« We provide a coding scheme that can achieve the capadi¢ are interested in the largest achievable rate @it R2)
with very few feedback messages. that guarantees the recoverability &, - -, X;,g, from the
« We extend our results to general multihop networks byoded packets\y,---, X,g, atd; and the recoverability of
using the 2-hop relay networks as building blocks. Yi,---,Y,g, from the coded packet¥?,---,Y,r, at do

« We perform different simulations to evaluate oufwith a close-to-1 probability for sufficiently large when
schemes. Our simulation results show that the optimabder is limited to perform only XOR operations). We also
solution for the capacity region can increase the througassume that thelestinationnodes do not store the XORed
put of 2-hop relay networks by 82% while enhancingackets. They only store the non-coded packets and use them
the fairness, compared to the state-of-the-art approachies future decoding.



Symbol | Definition
~ Number of Sessions I1l. THE CAPACITY REGION
i,j | Index for a session A. The Characterization
R; Rate of sessior ] ) ) )
s Source of session The following theorem characterizes the capacity region of
di gelst'”a“‘(’j“ of session the 2-hop relay networks when the relay nodis limited to
r elay node . .
X, Y Symbols to represent the packets performlng XOR opera‘ugns. .
tA Fraction of time the relay node sends XORed packet Theorem 1:The capacity region of the 2-hop relay network,
formed by packets belonging to all of the sessionsiin when only XOR operations are allowed, can be represented by
t; Fraction of time nodes; is scheduled the foIIowing set of equationS'
Puv Delivery rate between nodasandv ’
R; B The rate of the packets that is sent by negeand A -
overheard by only the nodes inJ(U,c 5 ;i 95) R; < Z zi, Vi 1)
i The achievable rate for sessiorirom the auxiliary AiieA
session formed by XORing packets from the A <tAp.q, VAie A ()
sessions in the set ; -0 N
xf’B The achievable rate for session €T, = Z €Z; BVAJ €A (3)
1 from the auxiliary session formed by XORing packets, B:(A\i)CB
from the sessions in the set, with the constraint that -
session; packets are used in XORing, are received Z :va =t,R; p,VB,i ¢ B 4)
by exactly all the nodes in J(U;ep ;i 95) A(AN)CB
o Path loss order
- Decodable SNR threshold Proof: We prove our theorem by showing that the con-
D | The Euclidean distance strains are necessary and sufficient.
Y, The set of packets for sessiérthat are s . .
overheard by noded;, j € B, j # i and to be coded Neces_sny.Usmg XOR codlr_1g, any coded packet is _formed
in the auxiliary sessiom by XORing packets of sessions Vi € A, where A is a
TABLE | set of sessions belonging to the power set of all sessions.
SUMMARY OF THE SYMBOLS USED IN THIS PAPER Constraint (1) states that the total rate of sesgi@ithe sum

of the achievable rate for sessiorfrom all of the auxiliary
sessionsAd, wherei € A.
Sincet is the frequency of sending XORed packets by the
Note that because the 2-hop relay network results frofslay node formed by XORing packets of the sessions in the
decomposing the big network into smaller 2-hop relay nedet A, noded; will receive XORed packets for the auxiliary
works, we have the constraints thét cannot overheas;. sessionA from the relay node at raté'p,.q,. Therefore,
This agrees with the practical COPE protocol setting. Alsgonstraint (2) should be satisfied for any achievable XOR-
note that the Alice and Bob example in Fig. 1 is a specighsed code.
case of our settings. This can be done by setfiig- 2 and  Note also that (2) does not require the coded packet for the
Psid; = Ps,d, = 1. In the literature this network is also calledayxiliary sessiond to be received by all ofl;, i € A; every
reverse carpooling or two-way relay channel. Note also th@e it is sent, any one of thé; that receive this packet can
the channel model that we adopt here represents the realigécode it, and it will count as a decodable packet.
scenarios. In the realistic scenarios the sent signal ieeit For any auxiliary sessioml, andi € A, the set of the
received entirely by the receiver if the received signaldse packets for sessionthat are XORed in this auxiliary session
and interference ratio (SINR) is above a threshold or drdppghould be received froms; by all of the nodes in the set
by the receiver otherwise. This is exactly the behavior that rU(U,ea,ji di)- The reason for that is becauseshould
packet erasure channel represents. be able to relay the XORed packets formed in part by
We uset;' to represent the fraction of time over whichthese packets, and also becausedallshould have enough
the relay node sends XORed packets that were formed feymedy packets to remove the components corresponding to
the packets of the sessions in the getWe also user! to these packets from the XORed packets and to recover their
represent the achievable rate for sessidrom the auxiliary respective packets. Also, the set of packets for sessibat
session formed by XORing packets from the sessions in sgé received from; by any super set ofU(Ujea j» dj) can
A. Symbolz{!” represents the achievable rate for sessionbe used in the XORed auxiliary sessignbecause this will
from the auxiliary session formed by XORing packets frorguarantee that all of the nodes in the $&Y(U a2 45)
the sessions in set, with the constraint that sessiémpackets have received these packets. This explains the const@int (
used in XORing are received by exactly all of the nodes in The right hand side of (4R; 5 represents the rate of session
7 U(U;ep d;) before being XORed i.e., the received packets packets received by exactly all of the nodes in the set
by the relay node and the set of receivers for the sessions (U, ;.; d;) after being sent by;. These packets can
the setB. We useR; p to represent the rate at which packetse used by any auxiliary sessiehsuch that A\i) C B. This
sent bys; are overheared by and exactly all of the nodesis because this guarantees that all of the nages € A,i # j
dj, j € B,i # j. Throughout the paper, we use the ternyill have enough remedy packets to remove sessioompo-
“auxiliary session” to refer to the session formed by XORingents in the XORed packets. Therefore, we have constrint (4
different packets from different sessions. We postpone the calculation of a closed form expression for
Table | summarizes the symbols used in the next section?; 5 until the end of this section.



Note that the packets sent bycan be divided among all of B. ComputingR; g

the auxiliary sessionsl, i € A. This is due to the following: | this section, we provide a closed form expression for

« Because the right hand side of (4) represents the ratergt; when the links are independent. The closed form solution
which an exact, specific set of nodes are receiving tlgnot straightforward because every packet has to be eteiv
packets froms;. Therefore, every triplgi, A, B) can be by the relay node. Therefore, evesy has to keep sending a

assigned an exclusive share of these packets.

« Because each!? appears only once in (3), the packets
of session; that are used in the auxiliary sessidnwill
be Ugp.avi)cn YAB, whereY AP are the set of packets
aSS|gned for the tnpléz A, B)

Sufficiency (an achievable coding scheme):

o Nodes;, Vi keeps trying to send its R; packets one-by-
one until all of them are received by the relay node.

o Feedback messages from al] about the overheard
packets are sent to the relay node

o For every set4, the relay node chooses the corresponding
feasible !, Vi using the linear program that is repre-
sented by the constraints ((1)-(4)) and the appropriate
objective function. It also assignsc;' packets for every
A andi, such that these packets are received layd all
j € A, j#i. As explained before, we can assign unique
packets for eveny.

o For everyA, the relay node XORs one packet from each
nz{* packet for alli € A and then sends it. If this packet
is received byd; for j € A, this means that the packets
belonging to sessiorj in the XORed packets can be
recovered byl;. Therefore, we remove this packet from
the set of packets assigned t@and A at the relay node.
The relay node keeps performing the XORing and sends
until all of the packets assigned for sdt at the relay
node are sent.

packet until it is received by the relay node. We have:

R; g = (delivery rate froms; to r)

x (probability thatr receives a

symbol and by the time the symbol is receivedsby

it is received by only the nodes i,

JjEB,j#1)

= Psir Z Probabilit{r receives the packet on time
n=1

slotn} x Probability{only the nodes ini;, j € B

receive the packet in time slois...,n}

= DPs;r |:Z pslr psw n 1(1_[(1 _psidj )n)x
j¢B
[10-1=paa)")]

JjEB
- X Z 11 =P, [ — Par)
n=1j¢B
H (1 _psidj):| " H (1 — (1 - psidj )n)
j¢B jEB

Therefore, we have:

The necessary and sufficient conditions together prove our
theorem. "

. . . ,B
Note that the last step in the achievable coding scheme’
assumes instant feedback. To avoid such an assumption, the

relay node can usuntain code$20], [21] and achieves the
same rates asymptotically using only XOR operations. The
fountain codes can be used as follows:

« The relay node applies a fountain code on every set of
packetsyAZ separately.

o The relay node performs XOR on these packets, as
explained before.

« Upon receiving these coded packets, the destination nodes

Jj¢B

Jj¢B

=2, T =paa) % 32 [(1 =)

i¢B n=0

H(l _psidj):|n H(l — (1 —psidj)"+1)
JEB

oo

=2, TT( = poa) % 3o[10 = per)

i¢B n=0

[10=pea)"0 3 (=0 [T 0= peaa) 1]

H:HCB keH

can recover the fountain coded packets, because tiy Fubini’'s theorem [22], we have:

overheard the remedy packets. n

« The destination nodes apply the inverse of the fountain®?

code to retrieve the original packets.

Note that the use of fountain codes does not increase
the complexity of our algorithm. This is due to the use of
only XOR operations. Also, fountain codes works on batches
which agrees with the settings of our algorithm. Therefte,
number of feedback messages will be very low. Note also that
because COPE [5] works on a packet by packet mode it misses
a lot of coding opportunities, because coding is performed
on the head of queue packets. Also, COPE requires enabling

:pgir H(l_psidj) Z (

j¢B H:HCA

1)‘H‘ H (1 - psidk)
keH

o0

Z[(l - pSiT) H (1 - psidj) H (1 _psidk)]n

n=0 j¢B keH

= pir H(l _psidj) Z 1)|H| H (1 _psidk)

j¢B H:HCB keH
1
— Psid )erH(

psidk)]

_1 —[(1 = ps,r) ng;B(

overhearing for any sent packet as a form of feedback whileNote that our results can be extended to the case of flexible

here we need only one feedback message per batch.

scheduling, such that every source nogées scheduled for



Symbol Definition

N Number of sessions
1,7 Index for a session A A
R; Rate of session Z X (u,0) = Z X (v,w) <0,
S5 Source of session A€A A€A
d; Destination of session Vi, v, s.t. (u, v) c ]P’(i), (v, w) c ]P’(z) (5)
T Relay node
P; Path for session o
Puv Delivery rate between nodesandv R — X" (s(i),u) <0,Y, Vi st. (s(i),u) €P>i) (6)

R; B(u) The rate of session packets that are sent by(u, 7)
overheard by only the nodes inlUJ(U,c 5 ;; 7(u, 7)) A A . .
2 (u,v) The achievable rate through Iidw,v)]for sjessioni X{(u, U) < tuPuw, Yu, 1 € C(u)7 A€ C(u), (u, U) =240
from the auxiliary session formed by XORing packets (7)
from the sessions in the set
) The achievable rate for sessiorthrough link (u, v .
) from the auxiliary session formed b)EIXORirgg p;ckets XiA = Z x?BV(% U) € P(2)7 A,B C C(u) (8)
from the sessions in the sef, with the constraint that B:(A\i)CB
session: packets are used in XORing, are received
by exactly all the nodes in U(U;cp ;i 9)) AB (i}
C(u) The set of sessions such that there respective paths Z Ty = t¢(u,i)
use nodeu as an intermediate node A:(A\i)CB
o(u, i) Previous-hop node aof on P; 9)
v(u, ) Next-hop node of. on P;
ta The fraction of the time node is scheduled to
send packets from the auxiliary sessidn [Z tf] c CO(&)_ (10)
u

TABLE Il
SUMMARY OF THE SYMBOLS USED IN THIS PAPER

A5
i (u

Ri B,¥(u,v) € P(i), A, B C C(u)

We can compute?; p(u) using (11).

Constraint (5) represents balance equations; the towbifat
the sent packets by a node should be equal to the total rate
) ) ) .. of the received ones. Constraint (6) is fef, as it can not
a t; fraction of the time. This can be done by mUItlplylngencode the packets for this session because coding will not
the closed form forf; 5 by t;. Using our approach, we cang ., iqe 5 gain in this case. Constraints (7)-(11) are obthin
Maximize or minimize any objec_:tlve fqnctlon..Tms r_nakes 0 y modeling each node as a relay node for a local 2-hop relay
approach more flexible as we will see in our simulation rssu“network.

Let {a&} represent the set of all possible link scheduling
possibilities. Then, the fraction of time that each nadés
scheduled X , t2) can be represented by the convex hull of

In this section, we use our 2-hop relay network results 4}, which depends on the interference model. In this paper
building blocks in large lossy multihop networks. We assum#e assume the use of IEEE 802.11, while other models can
that there areV sessions in the network. Theh session has be used under our settings. In the simulations, we construct
a source node;, a destination nodd;, and a rateR; that the conflict graph of our network in a similar way to [23],
should be supported between the source and the destinatl6h. Then, similar to [23], [6], we use the independent set
We useP; to represent a path betweepandd;. As can be constraints to come up with a lower bound on the rate region
seen, our results can be extended to the case of multiple pa&Rd the clique constraints to come up with an upper bound.
betweens; andd;. We use¢(u, i), (v(u,i)) to represent the We report the results only when the upper and lower bound
previous_hop (next_hop) node d for nodeu. We also use meet. It should be noted that both the independent set and
C(u) to represent the set of sessions that use node an Cclique constraints can be expressed using linear contstrain
intermediate node. Similar to the 2-hop relay network tissul Note that the use of the independent sets and the cliques is
symbol X/ (u, v) is used to refer to the rate of packets sed¢st to for evaluation purposes run the linear program. This
through link (u,v) for sessioni from the auxiliary session is equivalent to running the IEEE 802.11 protocol in reality
formed by XORing packets from the sessions in detAlso, Which allows us to make fair comparison with COPE that uses
symbol X/ B (u,v) is used to represent the rate of packetée IEEE 802.11.
sent through linkw, v) for session from the auxiliary session
formed by XORing packets from the sessions in4gtvith the V. SIMULATIONS
constraint that sessionpackets that are used in XORing are In this section, we present simulation results to show the
received by exactly all of the nOdeSﬁ'fU(UjeBJ#V(U,j))- effectiveness of our flow-based scheme over the schemes
We also usé, to represent the fraction of time that nodés that deal with packets separately. We first present sinuuiati
scheduled for, andt; is used to represent the fraction of timefor the 2-hop relay networks case, and then we present the
that nodeu is scheduled to send Xored packets from det large wireless networks casé/e conducted the simulations
Table Il represents the symbols used in the multinop case.using CPLEX and MATLAB which are standard tools for

The following set of constraints represents an achievalperforming linear programming. Other similar works [6]3]2
capacity region using the optimal local XOR coding for thbave used these standard software which make reproducing
2-hop relay network as building blocks. the results easy.

IV. EXTENSION TO THEMULTIHOP CASE



Ri () =P}y iyu H (1 = Pg(usiyy(u,j)) Z (1)l H (1 = Pg(usiyy (uk))
j¢B H:HCB keH

1

(11)
1- [(1 - p¢(u,i)u) Hj¢3(1 - pqﬁ(u,i)'y(u,j)) erH(l - ptb(u,i)v(u,k))]

1 Let (fpemer denote the achievable sum rate of the given
@ scheme for thek-th randomly chosen topology. We are
interested in the following two performance metrics: The

average sum rate over 1000 topologiegs 5% Ceme s

and per topology improvemeé 7@‘“9“*&_%”9"“*’“.

baseline, k

Fig. 5 represents the average sum rate over the 1000
1 ) topologies for different values a¥ and for different schemes.
Distance The simulated schemes are: (1) COPE, from [5], which is the

basic XOR-based coding scheme; (2) CLONE [10], which
Fig. 3. A figure representingig. 4. The relationship be- is the state-of-the-art, loss-aware coding scheme thals dea
the settings of the simulationsween the distance and the sig- with the packets separately, not as members of flows. Two
f”a"’:j'insg”iﬂgtnhneffr the Rayleigh versions of CLONE are simulated. These are CLONE-binary
' and CLONE-multi. The details of the two CLONE schemes
are described in [10]. It's worth noting that CLONE-multisha
a very large complexity, which makes it difficult to reporeth
o ) results forN = 6; (3) Our optimal scheme. Since our optimal
We construct a unit circle with the relay placed at the gcheme can be cast with different objective functions, we
center. We then placé/ source nodes; and NV destination gjmy|ate three objective functions. These are maximizirey t
nodesd; in the circle at random (see Fig. 3). The onlynta| throughput “Cap-Sum”, achieving strict faimess fCa

condition we impose is that for ea¢k;, d;) pair,d; mustbe in - gyicf”, and achieving proportional faimess “Cap-Prfai
the 90-degree pie area oppositesto(see Fig. 3)The reason

for this assumption is that the final objective of studyingdp d
relay networks is to use them in larger networks as buildi
blocks. Therefored; should be reachable from; through
r. Otherwise, if in a large multihop networ#; is directly

o
o

Success Prob. p

o

@

o

A. 2-hop Relay Networks Results

As can be seen from the figure, COPE performs poorly un-
der the lossy links environment. Also, the average throughp
l%ing COPE decreases as the number of sessions increases.
CLONE-binary and CLONE-multi perform better than COPE,
but the average throughput does not increase as the number

reacheable from;, we should calld; asr and then try to find . . .

of sessions increases. Our optimal scheme outperformg all o
another node fotl; to form a 2-hop relay networksor each T o

the other schemes. When the objective is to maximize the

randomly constructed network, we use the Euclidean dietar}ctal throuahput. our scheme enhances the average thratigh
between each node to determine the overhearing probabilé) ghput, 9 gnp

- , }// 1.8 — 3.7 fold compared to COPE, depending on the
Mare explicitly, for any two nodes separated by distarize .number of sessions. Our scheme also enhances the average

we use the Rayleigh fading model to decide the Overheanﬂﬁoughput over CLONE-multi byl.5 — 1.8 fold and about

probabilty: © 9 . 1.2 —1.45 fold over CLONE-binary, depending on the number
p= / — e 2dz, of sessions. Even when the objective function is strichizss
T or proportional fairness, our scheme enhances the thratighp
where we choose: over the best state-of-the-art scheme by around 20%. This
o2 2 1 shows that our scheme outperforms all of the previous ones
(4m)2De in both fairness and throughput. Fig. 6 represents the CDF

the path loss ordex = 2.5, and the decodable SNR thresholdunction of the per topology throughput for different schesm
T* = 0.06. Fig. 4 respresents the relationship between tghenN = 6. The results in the figure confirm our results.
overhearing probability and the distanc®. We assume that Fig. 7 represents the CDF for the per topology percentage
the overhearing event among different receivers is indepeagain that can be obtained by our schemes compared to
dent. CLONE-binary. As can be seen from the figure, for some
For each randomly generated network, we compute tt@pologies, the gain of our scheme, when the objective is to
overhearing probabilities and use the corresponding fdineaaximize the throughput, is about 82%. Also, for 20% of
constraints on the time-sharing variables and the rate the topologies, the gain is above 58%. This means that we
variables’ Rs to compute the achievable rate of each schenwan find topologies where our scheme can almost double the
Given a randomly generated network, the achievable suapacity of the network over the state-of-the-art schemtgs w
rates are computed for all of the schemes. We then rep&ater complexity. Fig. 7 also shows that when the objectse i
this computation for 1,000 randomly generated networki& achieve strict or proportional fairness, there are togies
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Fig. 7. The CDF of the per topology rate improvement compéoedL ONE-
binary for the 1,000 topologies wheN = 6.

Fig. 5. The average throughput for 1,000 topologies witfediit values of
N. to this scheme as XOR-Fair; (4) the scheme in Section IV

with multipaths and the objective of maximizing the total
throughput, we refer to this scheme as XOR-Multi; (5) the

Empirical CDF

1 (COPE)
E that of COPE. Even when the objective is to achieve strict
fairness, our scheme still enhances the throughput by ¥b-20

over COPE. Fig. 9 represents the emperical CDF function of

21 .

é’o.g— :" scheme in Section IV with multipaths and the objective of
S8 ! achieving strict fairness among the flows, we refer to this
ém, [ ; scheme as XOR-Multi-Fair. We do not simulate CLONE, as
S o - = (Cap~PrFair) it is not designed for multihop networks.

504 :EEZS:SS‘S:)“) H Fig. 8 represents the average throughput of the different
L od - - - (CLONE-binary) { schemes. As can be seen from the figure, when the objective is
o to maximize the throughput our scheme achieves 4-4.5 times
8 0.3r

T o2t

Q.

£ 0.1

Ll

OO

02 o3 04 o035 o8 07 o8 the per topology improvement of our schemes with respect to
Per topology throughput COPE. When the objective is to maximize the throughput, our
schemes always outperform COPE. This improvement varies
Fig. 6. The CDF of the total achievable rate for the 1,000 lagies when from 20% to about 35 fold. In about 90% of the topologies, our
N =6. schemes achieves more than double the achievable throughpu
by COPE, and in 10% of the topologies, the improvement
is, above 10 fold. When the objective is to achieve fairness

that our scheme can do while increasing the throthpalljrtnong the flows our scheme reduces the throughput in about

0 i
bY 60%. These r.es_ults show that our schemes can achl_e[g/e of the topologies. For some topologies, the throughput
fairness and maximize the throughput by a moderate amoun : . . ; .

. L L improvement is 17 fold while the strict fairness is guaradte
simultaneously. This joint objective has been targeted bypyn

vior 2], 23,26, bt ronerave been e gt moger O 1 Serage e e vsed 127
improvement in both directions. It is worth mentioning tfat y ; 9 pology,

iy Ri)®
only less than 2% of the simulated topologies, our sche v

0.1

mfélérness index is computed “%:Nim' The fairness index

. . i=1 i "
reduced the throughput compared to CLONE-binary in ordégries from 0 to 1 and bigger values mean a better fairness
to achieve the fairness objective. performance. As can be seen from Fig. 10, our schemes

improve the fairness index by 2-4 fold. Also, when multigath

B. Large Wireless Networks Results are used with more coding opportunities, the fairness index
increases.

We generate 100 different random topologies inside a square
of length 15. Each generated topology has 20 nodes, and we
vary the number of sessions from 4 to 10. We adopt the same
channel model with the same parameters as in the 2-hop relayn this work, we took a different look at the local inter-
networks’ simulations. We simulate 5 different scheme®seh session network coding problem in lossy wireless networks.
are: (1) COPE from [5]; (2) the scheme in Section IV withWe considered the case where the coding operations at the
the objective of maximizing the total throughput, we refer trelay node are limited to XOR operations. We also considered
this scheme as XOR; (3) the scheme in Section IV with tHkws instead of individual packets and characterized theeeo
objective of achieving strict fairness among the flows, wemre sponding capacity region. Our characterization turnedmbe

VI. CONCLUSION



in terms of linear constraints, which is tractable compared

16 : - the characterization without flows. We also provided a cgdin
—+—COPE scheme that achieves the capacity. We then used the local cod
1af | == XOR _ > ing results as building blocks in large wireless networkd an
3 iﬁgﬁfﬂ.} represent the corrt_espongling achievable rate region u'siggrl
2" —— XOR-Multi-Fair constraints. Our simulation results showed the supeyiarft
=y our scheme in terms of throughput and fairness. Our future
_g work will be to develop distributed algorithms for the large
'C_‘G 08 wireless multihop networks case.
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